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Deterministic Global Optimization

2

1. Burre, J., et al. Global flowsheet optimization for reductive dimethoxymethane production using data-driven thermodynamic models. Computers & Chemical Engineering, (2022): 107806.
2. Mitsos, A., et al. McCormick-based relaxations of algorithms.  SIAM Journal on Optimization, SIAM (2009) 20, 73-601.
3. Limon, D. et al. Robust MPC of constrained nonlinear systems based on interval arithmetic. IEEE Proceedings – Control Theory and Applications 152(3), 325-332 (2005).

Design Improvements1 Parameter Estimation and Model Validation2

320

330

340

350

360

310

300

0.4 0.45
CA

0.5 0.55 0.6

T

Safety and Robust Control3

ISMP 2024



Deterministic Global Optimization
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Problems are NP-hard: worst-case exponential runtime

Design Improvements1 Parameter Estimation and Model Validation2
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High-Performance Computing

4

Graphics Processing Units (GPUs)
 Graphics rendering
 Machine learning model training

 Generative AI
 Data analysis
 Large-scale simulations

 Molecular dynamics
 CFD modeling

 Supercomputing
 […]

4. Sun, Y., et al. Summarizing CPU and GPU design trends with product data. arXiv, nov 2019. arXiv: 1911.11313
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GPUs for Global Optimization?
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1

2

Accelerate using 
GPUs?

1. Burre, J., et al. Global flowsheet optimization for reductive dimethoxymethane production using data-driven thermodynamic models. Computers & Chemical Engineering, (2022): 107806.
2. Mitsos, A., et al. McCormick-based relaxations of algorithms.  SIAM Journal on Optimization, SIAM (2009) 20, 73-601.
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GPU Concepts
GPU Workflow (CUDA cores)

Core 1 ...
Output

6

 GPUs are built for data parallelism (SIMD)
 Thousands of GPU cores (threads) 

execute tasks simultaneously
 Large chunks of identical data processing 

(I.e., the inputs change, not the math) Core 2 Core n

Task

ISMP 2024



GPU Concepts
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Core 1 ...
Output
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 GPUs are built for data parallelism (SIMD)
 Thousands of GPU cores (threads) 

execute tasks simultaneously
 Large chunks of identical data processing 

(I.e., the inputs change, not the math) Core 2 Core n

Task

Branch-and-bound (B&B) nodes:
 Same optimization problem
 Same processing technique
 Different domains

ISMP 2024



GPU Concepts
GPU Workflow (CUDA cores)

Core 1 ...
Output

8

 GPUs are built for data parallelism (SIMD)
 Thousands of GPU cores (threads) 

execute tasks simultaneously
 Large chunks of identical data processing 

(I.e., the inputs change, not the math)

 Major GPU bottlenecks:
 Code branches bad for performance
 High data transfer overhead cost

Core 2 Core n

Task

CPU/Host 
Memory

GPU/Device 
Memory

Data PipelineISMP 2024



Adapting Branch-and-Bound (B&B)

9

What aspects of B&B 
should be parallelized?

5. Wilhelm, M.E. and Stuber, M.D. EAGO.jl: easy advanced global optimization in Julia. Optimization Methods and Software, 37(2):425–450, aug 2022. doi:10.1080/10556788.2020.1786566.
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B&B Step Timing
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B&B Step Timing
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Lower Problem: 56.9%

Example 1
Typical “Short” Problem 

(<60s runtime)

Branching/Fathoming: 0.3%

Node Selection: 0.5%

Preprocessing: 1.1%

Upper Problem: 41.4%

Postprocessing: 0.0%

ISMP 2024
5. Wilhelm, M.E. and Stuber, M.D. EAGO.jl: easy advanced global optimization in Julia. Optimization Methods and Software, 37(2):425–450, aug 2022. doi:10.1080/10556788.2020.1786566.



B&B Step Timing
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Lower Problem: 98.9%

Example 2
Typical “Long” Problem 

(>2h runtime)

Branching/Fathoming: 0.2%

Node Selection: 0.3%

Preprocessing: 0.3%

Upper Problem: 0.3%

Postprocessing: 0.0%

ISMP 2024
5. Wilhelm, M.E. and Stuber, M.D. EAGO.jl: easy advanced global optimization in Julia. Optimization Methods and Software, 37(2):425–450, aug 2022. doi:10.1080/10556788.2020.1786566.



B&B Step Timing
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Branching/Fathoming: 0.2%

Node Selection: 0.3%

Upper Problem: 0.3%

Postprocessing: 0.0%

Lower Problem: 98.9%

Preprocessing: 0.3%

ISMP 2024
5. Wilhelm, M.E. and Stuber, M.D. EAGO.jl: easy advanced global optimization in Julia. Optimization Methods and Software, 37(2):425–450, aug 2022. doi:10.1080/10556788.2020.1786566.

Example 2
Typical “Long” Problem 

(>2h runtime)



B&B Step Timing
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Generating 
Relaxations

Creating LP

Solving LP

ISMP 2024
5. Wilhelm, M.E. and Stuber, M.D. EAGO.jl: easy advanced global optimization in Julia. Optimization Methods and Software, 37(2):425–450, aug 2022. doi:10.1080/10556788.2020.1786566.



B&B Step Timing
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Creating LP: 12.0%

Solving LP: 53.6%

Generating Relaxations: 34.4%

Example 1
Simple Expressions

Higher Dimensionality

ISMP 2024
5. Wilhelm, M.E. and Stuber, M.D. EAGO.jl: easy advanced global optimization in Julia. Optimization Methods and Software, 37(2):425–450, aug 2022. doi:10.1080/10556788.2020.1786566.



B&B Step Timing
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Generating Relaxations: 
64.0%

Creating LP: 12.7%

Solving LP: 23.3%

ISMP 2024
5. Wilhelm, M.E. and Stuber, M.D. EAGO.jl: easy advanced global optimization in Julia. Optimization Methods and Software, 37(2):425–450, aug 2022. doi:10.1080/10556788.2020.1786566.

Example 2
Complex Expressions
Lower Dimensionality



GPU Parallelization Targets
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f(x)3 Main Parallelization Targets:
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GPU Parallelization Targets
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f(x)3 Main Parallelization Targets:
1. Relaxation Generation

Convex 
Relaxation

ISMP 2024



GPU Parallelization Targets

20

f(x)3 Main Parallelization Targets:
1. Relaxation Generation

2. Linear Program (LP) Creation

Subtangent 
Hyperplane

ISMP 2024
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3. LP Solution LP Solution
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GPU Parallelization Targets
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f(x)3 Main Parallelization Targets:
1. Relaxation Generation

2. Linear Program (LP) Creation

3. LP Solution LP Solution

If these tasks can be efficiently 
parallelized, we can run B&B on 

powerful GPU hardware
ISMP 2024



Parallelization Strategy
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Node 1 Node 2 Node 3 Node 4 Node n

...Relaxations

Creating LP

Solving LP

ISMP 2024

Time



Parallelization Strategy
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Node 1 Node 2 Node 3 Node 4 Node n

Rearrange

Relaxations

Creating LP

Solving LP

Relaxations

Creating LP

Solving LP

...
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Parallelization Strategy
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Node 1 Node 2 Node 3 Node 4 Node n

Parallelize

Relaxations

Creating LP

Solving LP

Relaxations

Creating LP

Solving LP

...

Relaxations for Nodes 1:n

Solve n LPs

Create n LPs

ISMP 2024



Parallelization Strategy
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Node 1 Node 2 Node 3 Node 4 Node n

Use Specialized Hardware

Relaxations

Creating LP

Solving LP

Relaxations

Creating LP

Solving LP

...

ISMP 2024



ParBB Algorithm
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6. Gottlieb, R.X., et al., Automatic source code 
generation for deterministic global 
optimization with parallel architectures, 
Under Review. ISMP 2024



3 Key Parallelization Targets
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Relaxations LP Generation LP Solves

ISMP 2024



GPU-Accelerated Relaxations
SourceCodeMcCormick.jl

Enables GPU-compatible McCormick relaxations through:
 Primal trace generation
 Creation of subfunctions for:

 Interval extensions
 Relaxations
 Subgradients of relaxations

 Connecting subfunctions using generalized McCormick theory 
 Constructing evaluator functions for original expressions

29ISMP 2024
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Subgradient Utility
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Before Adding Subgradients
 Black-box sampling technique7 for 

lower bounds
 No nontrivial constraints

After Adding Subgradients
 Tighter, subgradient-based lower-

bounding method
 Nontrivial constraints via LP 

generation

7. Song, Y., et al. Bounding convex relaxations of process models from below by 
tractable black-box sampling. Computers & Chemical Engineering 153 (2021), 
107413.

Same method, 
but on GPU



3 Key Parallelization Targets
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Relaxations LP Generation LP Solves
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We Need GPU LPs!
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GPU

CPU

Data Flow

Relaxations

LP Solving

 Calculating relaxations on GPUs is fast, 
but creates lots of data
 Relaxations; intervals; subgradients

 Memory transfer overhead could negate 
benefits of GPU relaxations

ISMP 2024

Node 
Selection

Bad
Performance



We Need GPU LPs!
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GPU

CPU

Data Flow

Node 
Selection

Relaxations LP Solving

Good
Performance Results to 

CPU

 Calculating relaxations on GPUs is fast, 
but creates lots of data
 Relaxations; intervals; subgradients

 Memory transfer overhead could negate 
benefits of GPU relaxations

 GPU-based LP solver is needed

ISMP 2024



We Need GPU LPs!
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GPU

CPU

Data Flow

Node 
Selection

Relaxations LP Solving

Results to 
CPU

LP 
Creation

 Calculating relaxations on GPUs is fast, 
but creates lots of data
 Relaxations; intervals; subgradients

 Memory transfer overhead could negate 
benefits of GPU relaxations

 GPU-based LP solver is needed
 LP creation must also be on GPU
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We Need GPU LPs!
 Calculating relaxations on GPUs is fast, 

but creates lots of data
 Relaxations; intervals; subgradients

 Memory transfer overhead could negate 
benefits of GPU relaxations

 GPU-based LP solver is needed
 LP creation must also be on GPU

 Need a custom LP solver

36

GPU

CPU

Data Flow

Node 
Selection

Relaxations LP Solving

Results to 
CPU

LP 
Creation

ISMP 2024
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Gurobi.com

LPs on GPUs?
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Gurobi.com

LPs on GPUs?



ISMP 2024 40

Gurobi.com

LPs on GPUs?

Linear subproblems in deterministic 
global optimization are small and 

dense



Custom LP Solver
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Goal is to parallelize LPs that are all:
 Small
 Dense
 The same size
 Of similar complexity

ISMP 2024

Interior Point 
Methods

Simplex 
Algorithm

LP Solution 
Methods



Custom LP Solver
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Goal is to parallelize LPs that are all:
 Small
 Dense
 The same size
 Of similar complexity

Typical heuristics for GPU-based LP methods 
may not apply

ISMP 2024

Interior Point 
Methods

Simplex 
Algorithm

LP Solution 
Methods



Custom LP Solver
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Implementing two-phase Simplex method
 Intuitive
 Simple to set up tableau(s)
 Straightforward to find BFS(s)
 No matrix inversion needed

ISMP 2024

Interior Point 
Methods

Simplex 
Algorithm

LP Solution 
Methods



Custom LP Solver
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Implementing two-phase Simplex method
 Intuitive
 Simple to set up tableau(s)
 Straightforward to find BFS(s)
 No matrix inversion needed

 Not the only solution! Other methods 
may work as well (or better!)

Interior Point 
Methods

Simplex 
Algorithm

LP Solution 
Methods

ISMP 2024



Tableau Generation
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 Shifting/scaling domain 
 Epigraph reformulation
 Restructuring



Tableau Generation
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 Shifting/scaling domain 
 Epigraph reformulation
 Restructuring

ISMP 2024

... ...n LPs n LPs



Tableau Generation
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s1 s2 s3 s4 s5 a1 a2 a3 a4 a5 b
0 0 1 1 0 0 0 0 0 0 0 0 0 1

-1 1 0 0 1 0 0 0 0 0 0 0 0 -fL

1 -1 -0.2 0 0 -1 0 0 0 0 1 0 0 1

-1 1 0.4 0 0 0 1 0 0 0 0 0 0 1

1 -1 0.7 0 0 0 0 -1 0 0 0 0 1 4

1 -1 0 0 0 0 0 0 0 0 0 0 0 0

-2 2 -0.5 0 0 1 0 1 0 0 0 0 0 -5

… … … … … … … … … … … … … …

0 0 1 1 0 0 0 0 0 0 0 0 0 1

-1 1 0 0 1 0 0 0 0 0 0 0 0 -fL

1 -1 0.4 0 0 -1 0 0 0 0 1 0 0 2

-1 1 -0.1 0 0 0 1 0 0 0 0 0 0 3

-1 1 -1.1 0 0 0 0 1 0 0 0 0 0 2

1 -1 0 0 0 0 0 0 0 0 0 0 0 0

-1 1 -0.4 0 0 1 0 0 0 0 0 0 0 -2

 
x

LP #1

LP #n

... ...

ISMP 2024
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s1 s2 s3 s4 s5 a1 a2 a3 a4 a5 b
0 0 1 1 0 0 0 0 0 0 0 0 0 1

-1 1 0 0 1 0 0 0 0 0 0 0 0 -fL

1 -1 -0.2 0 0 -1 0 0 0 0 1 0 0 1

-1 1 0.4 0 0 0 1 0 0 0 0 0 0 1

1 -1 0.7 0 0 0 0 -1 0 0 0 0 1 4

1 -1 0 0 0 0 0 0 0 0 0 0 0 0

-2 2 -0.5 0 0 1 0 1 0 0 0 0 0 -5

… … … … … … … … … … … … … …

0 0 1 1 0 0 0 0 0 0 0 0 0 1

-1 1 0 0 1 0 0 0 0 0 0 0 0 -fL

1 -1 0.4 0 0 -1 0 0 0 0 1 0 0 2

-1 1 -0.1 0 0 0 1 0 0 0 0 0 0 3

-1 1 -1.1 0 0 0 0 1 0 0 0 0 0 2

1 -1 0 0 0 0 0 0 0 0 0 0 0 0

-1 1 -0.4 0 0 1 0 0 0 0 0 0 0 -2

 
x
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Tableau Generation
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s1 s2 s3 s4 s5 a1 a2 a3 a4 a5 b
0 0 1 1 0 0 0 0 0 0 0 0 0 1

-1 1 0 0 1 0 0 0 0 0 0 0 0 -fL

1 -1 -0.2 0 0 -1 0 0 0 0 1 0 0 1

-1 1 0.4 0 0 0 1 0 0 0 0 0 0 1

1 -1 0.7 0 0 0 0 -1 0 0 0 0 1 4

1 -1 0 0 0 0 0 0 0 0 0 0 0 0

-2 2 -0.5 0 0 1 0 1 0 0 0 0 0 -5

… … … … … … … … … … … … … …

0 0 1 1 0 0 0 0 0 0 0 0 0 1

-1 1 0 0 1 0 0 0 0 0 0 0 0 -fL

1 -1 0.4 0 0 -1 0 0 0 0 1 0 0 2

-1 1 -0.1 0 0 0 1 0 0 0 0 0 0 3

-1 1 -1.1 0 0 0 0 1 0 0 0 0 0 2

1 -1 0 0 0 0 0 0 0 0 0 0 0 0

-1 1 -0.4 0 0 1 0 0 0 0 0 0 0 -2

 
x

ISMP 2024

n*[height of one LP]



3 Key Parallelization Targets
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Relaxations LP Generation LP Solves
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GPU Simplex
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Parallelization approach depends on step:



GPU Simplex
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Parallelization approach depends on step:
A) “Vectorized” steps (apply to each row)
 Access column information
 Find pivot column
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Thread #1

Thread #2

Thread #3

Thread #n

...

Parallelization approach depends on step:
A) “Vectorized” steps (apply to each row)
 Access column information
 Find pivot column



GPU Simplex
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Thread #3

Thread #n

...

Parallelization approach depends on step:
A) “Vectorized” steps (apply to each row)
 Access column information
 Find pivot column
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Thread #n
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 Access column information
 Find pivot column



GPU Simplex
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Thread #1

Thread #2

Thread #3

Thread #n

...

Parallelization approach depends on step:
A) “Vectorized” steps (apply to each row)
 Access column information
 Find pivot column



GPU Simplex
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Parallelization approach depends on step:
A) “Vectorized” steps (apply to each row)
 Access column information
 Find pivot column

B) Parallel reduction steps
 Find minimum ratio (pivot row)



GPU Simplex
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Parallelization approach depends on step:
A) “Vectorized” steps (apply to each row)
 Access column information
 Find pivot column

B) Parallel reduction steps
 Find minimum ratio (pivot row)

Block #2
Threads #1-h    

Block #1
Threads #1-h    



GPU Simplex

59ISMP 2024

Compare

Parallelization approach depends on step:
A) “Vectorized” steps (apply to each row)
 Access column information
 Find pivot column

B) Parallel reduction steps
 Find minimum ratio (pivot row)

Block #1
Threads #1-h/2

Block #2
Threads #1-h/2



GPU Simplex
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Compare

Parallelization approach depends on step:
A) “Vectorized” steps (apply to each row)
 Access column information
 Find pivot column

B) Parallel reduction steps
 Find minimum ratio (pivot row)

Block #1
Threads #1-h/4

Block #2
Threads #1-h/4



GPU Simplex
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Compare

Parallelization approach depends on step:
A) “Vectorized” steps (apply to each row)
 Access column information
 Find pivot column

B) Parallel reduction steps
 Find minimum ratio (pivot row)

Block #1
Thread #1

Block #2
Thread #1



GPU Simplex
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Parallelization approach depends on step:
A) “Vectorized” steps (apply to each row)
 Access column information
 Find pivot column

B) Parallel reduction steps
 Find minimum ratio (pivot row)

C) “Batch” steps (apply to each LP)
 Pivoting



GPU Simplex

63ISMP 2024

Parallelization approach depends on step:
A) “Vectorized” steps (apply to each row)
 Access column information
 Find pivot column

B) Parallel reduction steps
 Find minimum ratio (pivot row)

C) “Batch” steps (apply to each LP)
 Pivoting

Block #3

Block #3, Thread #2



3 Key Parallelization Targets
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Relaxations LP Generation LP Solves
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Vapor Pressure Parameter Estimation

65
8. Álvarez, M.E., et al., Vapor-liquid equilibrium of aqueous alkaline nitrate and nitrite solutions for absorption refrigeration cycles with high-

temperature driving heat, Journal of Chemical & Engineering Data 56 (2011), pp. 491–496. ISMP 2024



Convergence Plot
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EAGO: 48s

*All examples run on an Intel 
Xeon W-2195 2.30/4.0 GHz 
(base/turbo) processor, with an 
NVIDIA Quadro GV100 GPU ISMP 2024



Convergence Plot
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ANTIGONE: 5.0s

*All examples run on an Intel 
Xeon W-2195 2.30/4.0 GHz 
(base/turbo) processor, with an 
NVIDIA Quadro GV100 GPU ISMP 2024

SCIP: 170sBARON: 3.5s



Convergence Plot
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New GPU 
Method: 1.2s

*All examples run on an Intel 
Xeon W-2195 2.30/4.0 GHz 
(base/turbo) processor, with an 
NVIDIA Quadro GV100 GPU ISMP 2024



Understanding Comparisons

69

BARON/ANTIGONE
 Problem solved during preprocessing

SCIP
 Evaluated 28161 B&B nodes

EAGO
 Evaluated 23005 B&B nodes

ParBB
 Evaluated 26542 B&B nodes

1.2s 3.5s 5.0s 48s 170s

ISMP 2024
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BARON/ANTIGONE
 Problem solved during preprocessing

SCIP
 Evaluated 28161 B&B nodes

EAGO
 Evaluated 23005 B&B nodes

ParBB
 Evaluated 26542 B&B nodes
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Understanding Comparisons
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BARON/ANTIGONE
 Problem solved during preprocessing

SCIP
 Evaluated 28161 B&B nodes

EAGO
 Evaluated 23005 B&B nodes

ParBB
 Evaluated 26542 B&B nodes

ISMP 2024

7 iterations at 4096 
nodes/iteration



EAGO vs. ParBB Comparison
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Lower Problem: 90.4%

Branching/Fathoming: 2.8%

Node Selection: 2.1%

Preprocessing: 0%

Upper Problem: 4.7%

Postprocessing: 0%

ParBB

Branching/Fathoming: 0.1%

Node Selection: 0.1%

Preprocessing: 0.4%

Upper Problem: 55.4%

Postprocessing: 0.0%

Lower Problem: 44.1%

EAGO

ISMP 2024
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EAGO’s Lower Problem

Relaxations

Creating LP

Solving LP

Total Time

570 μs/node

110 μs/node

890 μs/node

210 μs/node

EAGO vs. ParBB Comparison

ISMP 2024
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EAGO’s Lower Problem

Relaxations

Creating LP

Solving LP

Total Time

ParBB’s Lower Problem*

14 μs/node

2.8 μs/node

42 μs/node

25 μs/node

570 μs/node

110 μs/node

890 μs/node

210 μs/node

EAGO vs. ParBB Comparison

ISMP 2024

*Time averaged over n nodes
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Relaxations

Creating LP

Solving LP

Total Time

14 μs/node

2.8 μs/node

42 μs/node

25 μs/node

570 μs/node

110 μs/node

890 μs/node

210 μs/node

Relaxations 41x 
Faster

EAGO vs. ParBB Comparison

ISMP 2024

EAGO’s Lower Problem ParBB’s Lower Problem*

*Time averaged over n nodes
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Relaxations

Creating LP

Solving LP

Total Time

14 μs/node

2.8 μs/node

42 μs/node

25 μs/node

570 μs/node

110 μs/node

890 μs/node

210 μs/node

LP Setup 39x 
Faster

EAGO vs. ParBB Comparison

ISMP 2024

EAGO’s Lower Problem ParBB’s Lower Problem*

*Time averaged over n nodes
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Relaxations

Creating LP

Solving LP

Total Time

14 μs/node

2.8 μs/node

42 μs/node

25 μs/node

570 μs/node

110 μs/node

890 μs/node

210 μs/node

LP Solves 8x 
Faster

EAGO vs. ParBB Comparison

ISMP 2024

EAGO’s Lower Problem ParBB’s Lower Problem*

*Time averaged over n nodes
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Relaxations

Creating LP

Solving LP

Total Time

14 μs/node

2.8 μs/node

42 μs/node

25 μs/node

570 μs/node

110 μs/node

890 μs/node

210 μs/node

Overall Lower 
Problem 21x 

Faster

EAGO vs. ParBB Comparison

ISMP 2024

EAGO’s Lower Problem ParBB’s Lower Problem*

*Time averaged over n nodes



Convergence Plot
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EAGO: 48s
Solution 40x 

Faster
New GPU 

Method: 1.2s

ISMP 2024



Future Steps

80*Almost there! Coded up, but more testing needed ISMP 2024

GPU Relaxations
Automatic subexpression detection and 
replacement
Algorithmic CUDA kernel generation

GPU Simplex
Hot/warm starting after adding cuts
Adding cycling detection to use faster 
heuristic than Bland’s rule

GPU B&B
Support for nontrivial constraints*
MINLP handling
Parallelized preprocessing (OBBT, FBBT)
(Long term) Integration with EAGO/JuMP

Many avenues of future research
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Questions?
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https://www.github.com/PSORLab/EAGO.jlhttps://www.psor.uconn.edu

ISMP 2024

https://www.github.com/PSORLab/EAGO.jl
https://www.psor.uconn.edu/
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